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The ability to track the 6D pose distribution of an object when a mobile manipulator robot is still approaching
the object can enable the robot to pre-plan grasps that combine base and arm motion. However, tracking a

6D object pose distribution from a distance can be challenging due to the limited view of the robot camera.
We present a framework that fuses observations from external stationary cameras with a moving robot
camera and sequentially tracks it in time to enable 6D object pose distribution tracking from a distance.
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Right: gripper alignment capability (this can be optimised offline and stays constant over time), Left: uncertainty in object pose estimate ' ' i -
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on uncertainty in pose estimate can be compensated by gripper, robot plans action either to get better observation or executes the grasp) in efficient execution

Proposed approach

« WWe hypothesize that robot can fuse the information from external cameras in the
environment to compensate for the limited view of the robot camera and enable 6D
object pose distribution tracking from distance.
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* We extend PoseRBPF [1] into multi-view full 6D pose distribution tracking framework “w
that simultaneously fuses information from multiple cameras and then sequentially
tracks it over time.
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T- translational component of pose estimate
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[1] Deng, Xinke, et al. "Poserbpf: A rao—blackwellized particle filter for 6-d object pose tracking." IEEE Transactions on Robotics 37.5 (2021): 1328-1342.

Conclusions T  Futre work

« The proposed approach generally results in faster convergence of translation and « Determining when to use robot and
orientation errors and uncertainties compared to the single view baseline external cameras

* In the instances where the single view approach performs better than the multi- « Planning robot camera views to improve
view, it happens because the robot camera has a much better view of the object estimates

compared to external camera views.
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